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Abstract. The Grothendieck and Artin-Mumford exact sequences for the

Brauer group of a function field in 1 or 2 variables are applied to derive reci-

procity laws for qth power residues.

1. Introduction

For positive integers n and m define the Legendre symbol

(n/m) =

{
1 if n is congruent to a square modulo m
−1 otherwise

.

If p and q are distinct odd prime numbers, then the Quadratic Reciprocity Formula
(conjectured by Euler, proved by Gauss [10]) is

(1) (p/q)(q/p) = (−1)
p−1
2

q−1
2 .

This formula tells one how to determine the value of the symbol (p/q), if that of
(q/p) is known.

For a global field K (that is, either an algebraic number field or an algebraic
function field in one variable over a finite constant field) the structure of the Brauer
group B(K) was completely determined in the 1930s by the work of Albert, Brauer,
Hasse and E. Noether [5, Chapter 7]. As a consequence of their exact sequence
describing B(K) when K is the field of rational numbers Q, it is possible to derive
(1).

In the 1960s and 1970s, turning the cohomological crank on the engine of Alge-
braic Geometry, Grothendieck, M. Artin and Mumford derived exact sequences for
the Brauer group of function fields for varieties of dimension 1 and 2. These Brauer
group theorems can be viewed as generalizations of the results of class field theory
and furthermore can be thought of as providing laws of qth degree reciprocity.

Let us say what we mean by a qth degree reciprocity formula. Suppose R is
a noetherian integral domain. Let f and g be nonzero elements of R. Define a
Legendre symbol

(2) (f/g)q =

{
1 if f is congruent to a qth power modulo g
−1 otherwise

.

A qth degree reciprocity formula should be a formula allowing one to compute
(f/g)q in terms of (g/f)q.

We show that the Grothendieck and Artin-Mumford sequences can sometimes
be employed to achieve qth degree reciprocity for (a) polynomials in one variable
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over a field, (b) power series in two variables over an algebraically closed field and
(c) power series in the variable y with coefficients that are polynomials in x over
an algebraically closed field.

Let X be a regular, integral, locally noetherian, quasi-compact scheme with
generic stalk K. Let X1 denote the set of points of X of codimension 1. Usually we
assume X to be SpecR for a noetherian regular integral domain R with quotient
field K. In this case, X1 consists of those prime ideals in R of height 1.

Throughout cohomology groups and sheafs will be for the étale topology. The
sheaf of units on X is denoted Gm. The sheaf µn of nth roots of unity is the kernel
of the nth power map

1 → µn → Gm
n−→ Gm .

Let µ =
⋃

n µn and µ(−1) =
⋃

n Hom(µn,Q/Z). If X is a scheme over Z[1/n][ζ] for
a primitive nth root of unity ζ, then µn is isomorphic to the constant sheaf Z/n
(noncanonically). The group H1(X,Z/n) parametrizes the cyclic Galois extensions
ofX with group Z/n. The cohomology groups for Gm in the lowest degrees have the
following descriptions. The global sections of Gm make up the group H0(X,Gm).
The global units are those units in K that are defined at each point of X. The
group H1(X,Gm) = PicX is the Picard group of invertible OX -modules. The
group H2(X,Gm) is the cohomological Brauer group. If X is an affine scheme
(for example) it is known by the Gabber-Hoobler Theorem [9] that the Brauer
group B(X) of classes of Azumaya OX -algebras is isomorphic under a canonical
embedding to the torsion subgroup of H2(X,Gm).

Given α and β in K∗ let n be a positive integer that is invertible in K and
let ζ be a primitive nth root of unity in K. The symbol algebra (α, β)n is the
associative K-algebra generated by elements u, v subject to the relations un = α,
vn = β and uv = ζvu. The symbol algebra (α, β)n is central simple over K and
represents a class in n B(K). This agrees with the cyclic crossed product algebra
(K(α1/n)/K, σ, β) for the cyclic Galois extension of degree n K[u]/(un − α) whose
group is generated by σ and with factor set β [16, Section 30].

The following theorem gives the fundamental connection between qth power
residues and division algebras.

Theorem 1.1. Let α and β be elements of R where R is a noetherian, regular,
integral domain. Let X = SpecR. If 2 is invertible in R and α is a square modulo β,
then the ramification divisor of the symbol algebra (α, β)2 is a subset of the divisor
of α. For any prime number q that is invertible in R, if R contains a primitive qth
root of unity and α is a qth power modulo β, then the ramification divisor of the
symbol algebra (α, β)q is a subset of the divisor of α.

Before proving Theorem 1.1, we review the theory underlying the definition of
the ramification divisor of a division algebra.

Given a finite dimensional central K-division algebra D, it is possible to measure
the ramification of D at any point x ∈ X1. The local ring OX,x at x is a discrete
valuation ring. Let ν be the discrete rank-1 valuation on K corresponding to the
local ring OX,x. Let k(x) denote the residue field at x. Assume that k(x) is
perfect. (If k(x) is not perfect, the following still works if (D : K) is prime to the
characteristic of k(x).) The theory of maximal orders [17, Section 5.7] associates to
D a cyclic extension L of k(x). Let Kν be the completion of K and Dν the division
algebra component of D ⊗Kν . Let A be a maximal order for Dν in the complete
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local ring Oν
X,x and let A(x) = A ⊗ k(x) be the algebra of residue classes. Then

A(x) is a central simple algebra over L for some cyclic Galois extension L/k(x).
The cyclic extension L/k(x) represents a class in H1(k(x),Q/Z). The Brauer group
of the field Kν factors into

B(Kν) ∼= B(k(x))⊕H1(k(x),Q/Z) .
Every division algebra Dν has a factorization Dν = Du ⊗ (Lν/Kν , σ, π). The
division algebra Du has the property that the corresponding algebra of residue
classes Au ⊗ k(x) is a k(x)-central division algebra hence represents a class in
B(k(x)). Every cyclic Galois extension of k(x) is the algebra of residue classes for a
cyclic Galois extension Lν/Kν (with group ⟨σ⟩). The factorization of Dν is unique
up to choice of local parameter π.

The assignment D 7→ L induces a group homomorphism

(3) B(K) → H1(k(x),Q/Z)
for each discrete rank-1 valuation ν on K corresponding to a point x ∈ X1. We call
L the ramification of D along x. The algebra D will ramify at only finitely many
x ∈ X1. Those x for which the cyclic extension L/k(x) is nontrivial make up the
so-called ramification divisor of D. So (3) induces a homomorphism

(4) B(K)
a−→

⊕
x∈X1

H1(k(x),Q/Z) .

Let n be a positive integer. If K and k(x) both contain 1/n and a primitive nth
root of unity ζ, this homomorphism agrees with the tame symbol. On the symbol
algebra (α, β)n over K, the value of the homomorphism (3) is the cyclic extension
L/k(x) which is obtained by adjoining the nth root of

(5) (−1)ν(α)ν(β)αν(β)/βν(α)

to k(x). The divisor of α is the set of x ∈ X1 where α has nonzero valuation.

Proof of Theorem 1.1. By (5), the ramification divisor of the symbol algebra (α, β)q
is a subset of the set of all prime divisors x ∈ X1 where α or β has nonzero valuation.
Assume α is a qth power modulo β. Suppose at the prime divisor x ∈ X1, ν(α) = 0
and ν(β) > 0. Then α is a qth power in the residue field k(x) hence (5) defines a
trivial cyclic extension. □

Let K be an algebraic number field. If the direct sum in (4) is taken over all
primes x of K, both finite and infinite, then the Hasse Principle says the map a in
(4) is injective. For general K, this will not be the case.

The Quadratic Reciprocity Formula (1) arises by looking at the cokernel of the
ramification map a. For general K the description of coker a will not lead to a
qth degree reciprocity formula that is of much practical importance. But in many
instances there are descriptions of coker a that have useful interpretations.

2. The One-dimensional Case.

Let us review how the quadratic reciprocity formula for integers follows from a de-
scription of coker a in (4). If K is a global field, then the residue field k(x) is a finite
field (if the prime x is finite) or R or C (if x is an infinite prime). Now H1(R,Q/Z) =
Z/2 and H1(C,Q/Z) = 0. If k(x) is a finite field, then the Galois group of k(x) is

isomorphic to Ẑ, the profinite completion of Z, hence H1(k(x),Q/Z) = Q/Z. The
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group H1(R,Q/Z) is identified with the subgroup of order 2 in Q/Z. So for any
prime x of K there is a homomorphism H1(k(x),Q/Z) → Q/Z. From Class Field
Theory, the sequence

(6) 0 → B(K)
a−→

⊕
x∈X1

H1(k(x),Q/Z) r−→ Q/Z → 0

is exact, where K is any global field and X1 denotes the set of all primes of K.
The Quadratic Reciprocity Formula (1) follows from a computation of r ◦ a

applied to a symbol algebra (p, q)2 when K = Q. Let p and q be distinct odd
prime numbers. Consider the algebra (p, q)2 over Q. The tame symbol (5) will be
trivial at every odd prime different from p and q because ν(p) = ν(q) = 0. At the
prime p, the symbol (5) is 1/q and the residue field is Z/p. So the ramification
is trivial if and only if q is a square modulo p. That is, the ramification (written
multiplicatively) is (q/p). Likewise, at the prime q, the ramification is (p/q). At
the infinite prime the complete local ring is the field R. Since p and q are both
positive integers the algebra (p, q)2 is split over R hence is unramified at this prime.
The only other prime where ramification can occur is the prime 2. This is the wild
case, and the tame symbol does not apply. It turns out that the ramification over

Z/2 is given by the formula (−1)
p−1
2

q−1
2 . Because the composite map r ◦ a applied

to a symbol algebra (p, q)2 is 0, the formula (1) holds. For more details, the reader
is referred to [18, XIV, section 4].

The proof of the next result of Grothendieck can be found in [11, Proposition 2.1]
or [14, p. 107, Example 2.22, case(a)].

Theorem 2.1. Let X be a regular integral scheme of dimension 1. Let K = K(X)
be the stalk at the generic point of X and X1 the set of closed points of X. Suppose
that for each x ∈ X1, the residue field k(x) is perfect. Then there is an exact
sequence

(7) 0 → H2(X,Gm) → H2(K,Gm,K)
a−→

⊕
x∈X1

H1(k(x),Q/Z) r−→ H3(X,Gm)

→ H3(K,Gm,K) .

If we do not assume the residue fields are perfect, the sequence is still exact for
the q-primary components of the groups, for any prime q distinct from the residue
characteristics of X.

The first 2 groups in (7) are the Brauer groups of X and K respectively. The
map a in (7) is “the ramification map” (4). The fact that in (7) r◦a is the zero map
can be thought of as a quadratic reciprocity law for elements of order 2, or a qth
degree reciprocity law for elements of order q. But to have practical implications,

one must know that H1(k(x),Q/Z) r−→ H3(X,Gm) is injective for some x ∈ X1. We
will prove a lemma showing this is the case when X is the projective line over a
field k and x is a point with residue field k.

Let k be a field with characteristic p (p = 0 is allowed) and X = P1
k =

Proj k[x0, x1]. Let x be a closed point of X with residue field k(x) = k. There
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is an open cover of X by the affine sets Spec k[x0/x1], Spec k[x1/x0]. The Mayer-
Vietoris sequence (for the étale topology and the sheaf of units Gm) is [14, p. 110]

(8) 1 → H0(X,Gm) → k[x0/x1]
∗ × k[x1/x0]

∗ → k[x0/x1, x1/x0]
∗

→ PicX → Pic k[x0/x1]⊕ Pic k[x1/x0] → Pic k[x0/x1, x1/x0]

→ B(X) → B(k[x0/x1])⊕ B(k[x1/x0]) → B(k[x0/x1, x1/x0])

→ H3(X,Gm) → H3(k[x0/x1],Gm)⊕H3(k[x1/x0],Gm) → . . . .

(Actually we only need the 4 Brauer group terms and the first H3 term but include
the rest for curiosity’s sake.) We write (·)∗ for the group of units in a ring. Since
k is a field, k[T ]∗ = k∗ so H0(X,Gm) = k∗ and k[T, T−1]∗ = k∗ × ⟨T ⟩ ∼= k∗ × Z.
Since k[T ] is factorial, Pic k[T ] = Pic k[T, T−1] = 0. Therefore PicX ∼= Z and
is generated by the divisor class of the closed point x associated to some linear
form ax0 + bx1. From [13, p. 164, 6)] if n is a positive integer not divisible
by p, then n B(k[T ]) = n B(k) hence n B(X) = n B(k). By [13, Theorem 2.4]

n B(k[T, T
−1]) ∼= n B(k) ⊕ n H

1(k,Q/Z). We write n(·) for the subgroup anni-
hilated by n. The group n H

1(k(x),Q/Z) measures the Galois extensions of the
field k(x) with group Z/n [14, III, section 4]. A section to the epimorphism

n B(k[T, T
−1]) → n H

1(k,Q/Z) is defined by mapping a cyclic Galois extension
L/k with Galois group ⟨σ⟩ to the Brauer class of the cyclic crossed product algebra
[16, Section 30] (L(T )/k(T ), σ, T ). This algebra is unramified on Spec k[T, T−1] so
by (7) represents a class in B(k[T, T−1]).

The reader may wish to compare our computation of B(k(y)) to that given in [6,
Theorem, p. 51] and [3, Proposition 4.1]. Because we want a qth degree reciprocity
law, it is necessary to include the point at infinity, and know that the Gysin map
of Lemma 2.2 is an injection at that point.

Lemma 2.2. Let k be a field and n a positive integer invertible in k. Let x be a
closed point of X = P1

k with residue field k(x) = k. There exists a natural Gysin
map

n H
1(k(x),Q/Z) r−→ n H

3(X,Gm)

which is injective.

Proof. The injectivity follows from the preceding discussion. To see that the map
r is the Gysin map follows from comparing the above computation to that in [7,
Corollary 2]. □

Example 2.3. We interpret the above for the projective line over k = R. Up to
associates, the irreducible polynomials in R[y] are of the form y− a or (y− a)2+ b2

for a ∈ R and b ∈ R∗. The residue fields at the prime divisors of P1
R are R and

C depending on whether the maximal ideal is generated by a linear or quadratic
polynomial. Therefore

H1(k(x),Q/Z) ∼=
{

Z/2 if k(x) = R
0 if k(x) = C .

Therefore an algebra class in B(R(y)) ramifies only at points of P1
R with residue

field R. Combining Theorem 2.1 and Lemma 2.2, we have the exact sequence

(9) 0 → B(R) → B(R(y)) a−→
⊕

x∈R∪{∞}

Z/2 r−→ Z/2 → 0
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where r is the summation map. If a1 is not equal to a2, then by (5), the ramification
of the symbol algebra (y − a1, y − a2)2 at the prime y − a2 is equal to a2 − a1. So
(y − a1, y − a2)2 ramifies at y − a2 if and only if a2 − a1 < 0. So (y − a1, y − a2)2
ramifies at exactly one of the 2 primes y−a1 or y−a2. The valuation of a polynomial
α ∈ R[y] at the point at infinity is equal to degα. The above discussion shows that
if α and β are distinct monic irreducible polynomials in R[y], then

(10) (α/β) (β/α) = (−1)
degα deg β

.

Example 2.4. Let f(y) be any polynomial in R[y] and set α = y2 − 1, β =
y + (y2 − 1)f(y). This example is related to a question that came up in a seminar
presentation at F.A.U. during the fall semester of 1993 by Jim Brewer, on the
subject of Linear Control Theory over a commutative ring. The problem was to
show that there exists a reachable feedback control system over R[y] which is not
coefficient assignable. The problem was reduced to showing that the polynomial α
is not a square modulo the polynomial β. First note that this is an easy consequence
of the Intermediate Value Theorem from Calculus. Since β(±1) = ±1, there exists
a real number ξ between -1 and 1 such that β(ξ) = 0. Now α(ξ) < 0, hence α
is not a square modulo β. Now we prove the same result using (9). At infinity,
α is a square, hence (α, β)2 ramifies only at prime divisors of α or β. At the
primes y ± 1 dividing α we see that (5) becomes ±1. So (α, β)2 is ramified at the
prime y+ 1 and unramified at the prime y− 1. But the exact sequence (9) implies
that the ramifications “sum to zero”. So (α, β)2 ramifies at some prime divisor
corresponding to a zero of β. By Theorem 1.1, α is not a square modulo β.

Example 2.5. This is a generalization of Example 2.4. It comes from [4, Lemma 1].
Let q be a prime number and k any field with characteristic different from q. Let
ω be a unit in k which is not a qth power. Assume k contains a primitive qth root
of unity ζ.

We apply Lemma 2.2 and Theorem 2.1 to the curve X = P1
k = Proj k[x0, x1].

Let K = K(X). Dehomogenize with respect to x1, set y = x0/x1 and view K as
k(y). Set

α = (y − 1)q−1(y − ω)

and

β = y + (y − 1)q−1(y − ω)f(y)

where f(y) is an arbitrary polynomial in k[y]. We will show that α is not a qth
power modulo β. The proof amounts to forcing a qth degree reciprocity law out of
Theorem 2.1.

Consider the symbol algebra (α, β)q as a class in qB(K). We show that (α, β)q is
nontrivial (is not in ker a) and has nontrivial ramification. Let x be the closed point
of X where y = ω. At the point x, the residue field is k and the ramification of
(α, β)q corresponds to the field extension k(1/ω1/q), which represents an element of

order q in H1(k(x),Q/Z). By Lemma 2.2, H1(k(x),Q/Z) r−→ H3(X,Gm) is injective.
However in (7), r ◦ a is the zero map. So there is another closed point x′ ̸= x such
that the symbol algebra (α, β)q ramifies at x′. Notice that (α, β)q is unramified at
“the point at infinity” corresponding to x1 = 0. This is because when x1 = 0, α is
a qth power hence the tame symbol (5) is a qth power. At the point corresponding
to the other prime factor y − 1 of α, we see that β is equivalent to 1, hence is a
qth power. So (α, β)q is unramified at y − 1 also. By a process of elimination,
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the symbol algebra (α, β)q necessarily ramifies at a point corresponding to a prime
divisor g(y) of the polynomial β. By Theorem 1.1, α is not a qth power modulo β.

Example 2.6. Let k = Q, X = P1
k = Proj k[x0, x1] andK = K(X). Dehomogenize

with respect to x1, set y = x0/x1 and view K = Q(y). Choose p in Z such that
p is not a square in Q[y]/(y2 + 1). Consider the symbol algebra D = (p, y2 + 1)2
over K. Then D ramifies at the point x ∈ X1 where y2 + 1 = 0. But this is
the only point where D ramifies. So in the sequence of Theorem 2.1, the map
H1(k(x),Q/Z) → H3(X,Gm) is not injective.

Example 2.7. Let k be an algebraically closed field of characteristic different from
2. Let F = k(T ) where T is an indeterminate. Set X = P1

F = ProjF [x0, x1]
and K = K(X). Dehomogenize with respect to x1, set y = x0/x1 and view K as
k(T )(y). Consider the symbol algebra (T, y2 − T (T 2 − 1))2 over K. This algebra
ramifies at the point x ∈ X1 where y− T (T 2 − 1) = 0 (the proof is identical to the
one given in Example 3.2 which follows). At the point at infinity x1 = 0, and the
symbol is (T, x2

0)2 which is split. So in the sequence of Theorem 2.1, we see that
when k(x) ̸= F the map H1(k(x),Q/Z) → H3(X,Gm) is not injective.

This example is not fair because the left hand side of the symbol is a unit on
X, i.e. is in H0(X,Gm). But rotating the equation for the elliptic curve gives
an example which is fair. Consider the symbol algebra (y − T, (y + T )2 − (y −
T )((y − T )2 − 1))2 over K. This algebra ramifies at the point x ∈ X1 where
(y+ T )2 − (y− T )((y− T )2 − 1) = 0. It is unramified at the point at infinity on X
and at the point where y − T = 0. So we get the same conclusion as before.

3. The Two-dimensional Case.

In this section we consider some cases where qth degree reciprocity works for
the function field of a 2-dimensional scheme. All of the results in this section
are a consequence of the following theorem due to M. Artin and D. Mumford.
Throughout this section k is an algebraically closed field of characteristic p and
we always work modulo p-groups (p = 0 is allowed). In this section X will be a
nonsingular integral algebraic surface over k.

Theorem 3.1. If X is a nonsingular integral surface over k and K = K(X) is the
function field of X, then the sequence

0 → B(X) → B(K)
a−→

⊕
C∈X1

H1(K(C),Q/Z) r−→
⊕
p∈X2

µ(−1)
S−→ H4(X,µ) → 0

is a complex which is exact except that im(a) ̸= ker(r) in general. If H3(X,µ) = 0
(true for example if X is affine, or complete and simply connected), the sequence
is exact. The map a is the “ramification map” (4).

Proof. Follows from combining sequences (3.1) and (3.2) of [1, p. 86]. □

In Theorem 3.1, the fact that r ◦ a is the zero map can be thought of as a
quadratic reciprocity law for elements of order 2 or a qth degree reciprocity law for
elements of order q. However, as the following example shows, the map r sometimes
has a nontrivial kernel at a prime divisor C.

Example 3.2. If C is an irreducible curve on X, then the group H1(C,Z/2) be-
comes an obstruction to a quadratic reciprocity law for K(X). For example, let
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X = A2
k = Spec k[x, y] and K = k(x, y) where k has characteristic different from 2.

Let f = x, g = y2 − x(x2 − 1). The Legendre symbols have values (g/f) = 1 and
(f/g) = −1. Here is a proof that (f/g) = −1. The curves f = 0 and g = 0 intersect
at 2 points: P , the point where x = y = 0 and Q, the point at infinity. Think of f
as a function on the elliptic curve C defined by the equation g = 0. The divisor of
f on C is 2P − 2Q. If f is a square on C, then f = h2 for some function h on C.
The divisor of h is P −Q which is not the divisor of a function because C is not a
rational curve [12, p. 138]. So the algebra (f, g)2 is nontrivial over K and ramifies
exactly along the elliptic curve C with equation g = 0. The ramification data along
C for (f, g)2 is the extension K(C)(

√
f) which is an unramified quadratic extension

of K(C), hence represents a class in H1(C,Q/Z). The ramification divisor of (f, g)2
is the prime divisor C.

The obstruction to a qth degree reciprocity law illustrated by Example 3.2 is
overcome by localizing in the étale topology at a closed point. Let p ∈ X2 be a
closed point on X and let Oh

X,p denote the henselization of OX,p. Let Kh denote

the quotient field of Oh
X,p and Xh = SpecOh

X,p. From the proof of Theorem 3.1, it
follows that the sequence

(11) 0 → B(Kh)
a−→

⊕
C∈X1

H1(K(C),Q/Z) r−→ µ(−1) → 0

is exact. The reader is referred to [2, Theorem (1.2)] for a proof of a version of (11) in
which X is only assumed to be normal with rational singularities. In this case, each
curve C ∈ Xh

1 is a henselian curve with 1 closed point and H1(K(C),Q/Z) ∼= µ(−1).
The map r is an isomorphism on each summand [1, p. 86]. The sequence (11) also
holds if instead of henselizing OX,p we complete with respect to the maximal ideal.
In particular, there is the following weak version of a reciprocity formula for power
series in 2 variables over k.

Proposition 3.3. Let k be an algebraically closed field and q a prime number
different from the characteristic of k. Let f and g be nonzero irreducible power
series in k[[x, y]]. If f is a qth power modulo g, then the residue class of g is a qth
power in the normalization of k[[x, y]]/(f). There exist functions s, t in k((x, y))
satisfying g − sq = ft.

Proof. The ramification divisor of the symbol algebra (f, g)q is a subset of the
divisor of fg. By Theorem 1.1, (f, g)q ramifies at most along the divisor C of
f . By (11), (f, g)q is unramified at each prime divisor. So the tame symbol is
a qth power. That is, g represents a qth power in the field of fractions K(C) of
O(C) = k[[x, y]]/(f). So there are elements s, t in k((x, y)) satisfying sq − g = ft.
The function s represents a class in K(C) that is integral over O(C). □

The next example shows that quadratic reciprocity for power series is hindered
by the fact that the ring k[[x, y]]/(f) is not necessarily factorial. This problem
occurs when the curve defined by f = 0 is singular.

Example 3.4. Let f = x, g = y2 − x3 be power series in k[[x, y]] and assume the
characteristic of k is different from 2. Since (g/f) = 1, by Proposition 3.3, f is a
square in K(C), where C is the cubic curve with equation g = 0. That is, there
are functions s, t in k((x, y)) satisfying x− s2 = (y2 − x3)t. In fact, one can check
that s = y/x and t = −1/x2 work. This equation also shows that s is integral over
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O(C) hence is in the normalization O(C̄). Now the curve C has a cusp singularity
and O(C) is non-normal. Since adjoining y/x to O(C) results in a normal ring, we
see that f is not a square in O(C).

Corollary 3.5. If, in the context of Proposition 3.3, the lowest degree form of f
has degree ≤ 1 and f is a qth power modulo g, then g is a qth power modulo f .

Proof. If the lowest degree form of f has degree 0, then f is invertible and the
corollary is true. If the lowest degree form of f is linear, then the divisor of f is
nonsingular so O = k[[x, y]]/(f) is a discrete valuation ring. Let K denote the field
of fractions of O. If g is a qth power in K, then g is a qth power in O. □

Example 3.6. Consider the polynomials f = x, g = y2 − x(x2 − 1) from Exam-
ple 3.2, but this time view them as elements of the power series ring k[[x, y]] over
k. Since (g/f) = 1, from Corollary 3.5 we have (f/g) = 1. So f is a square modulo
g in k[[x, y]]. In other words, there are power series s(x, y), t(x, y) in k[[x, y]] satis-
fying the equation x − s2 =

(
y2 − x(x2 − 1)

)
t. Notice that this is contrary to the

value of (f/g) in the polynomial ring. The reason of course is that the unramified
cyclic extensions of the elliptic curve k[x, y]/(g) have been split by completion. This
includes the extension corresponding to adjoining

√
x.

In order to alleviate the obstruction to qth degree reciprocity it is not necessary
to localize at a closed point in X2. It is sufficient to localize along a curve C ∈ X1

such that H1(C,Q/Z) = 0. For simplicity assume X = SpecR where R is the
coordinate ring of an affine nonsingular integral 2-dimensional variety over k. Let
I be an ideal in R such that R/I is reduced and connected. Let (R̃, Ĩ) denote the
henselization of R along I. For the basic properties of henselian couples, the reader
is referred to [15]. Denote by R̂ the completion of R with respect to the ideal I.

Let K̃ be the quotient field of R̃ and K̂ the quotient field of R̂. From the proof of
Theorem 3.1 (see [8]), the sequence

(12) 0 → B(K̃)
a−→

⊕
C∈X̃1

H1(K(C),Q/Z) r−→
⊕
p∈X̃2

µ(−1) → 0

is exact where X̃ = Spec R̃. Sequence (12) is also exact for K̂, X̂ replacing K̃,

X̃. If the curve R/I has the property that each irreducible component C is simply
connected, then H1(C,Q/Z) = 0. As a special case, consider the following.

Proposition 3.7. Let k be an algebraically closed field and q a prime number
different from the characteristic of k. Let f and g be nonzero irreducible power
series in y with coefficients that are polynomials in x. If f is a qth power modulo
g, then the residue class of g is a qth power in the normalization of k[x][[y]]/(f).
There exist functions s, t in the field of fractions of k[x][[y]] satisfying g− sq = ft.

Proof. The ring k[x][[y]] is the completion of R = k[x, y] with respect to the ideal
I = (y). The curve R/I = k[x] is simply connected, hence H1(k[x],Q/Z) = 0. For

each curve C in X̂1, C is simply connected hence K(C) has only ramified cyclic
extensions. The rest is as for Proposition 3.3. □

Corollary 3.8. Suppose, in the context of Proposition 3.7, the curve defined by
f = 0 is nonsingular. If f is a qth power modulo g, then g is a qth power modulo
f .
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Proof. There are 2 possibilities for the curve C defined by f = 0. If C is the curve
y = 0, then the ring O = k[x][[y]]/(f) is isomorphic to k[x]. Otherwise C is a
henselian curve and O is a local principal ideal domain, since C is nonsingular. In
both cases, O is normal, so g is a qth power in O. □

Example 3.9. Once again consider the polynomials f = x, g = y2−x(x2−1) from
Examples 3.2 and 3.6, but this time view them as elements of the power series ring
in y with coefficients in k[x], k[x][[y]]. Notice that g factors into x(x − 1)(x + 1)
in k[x, y]/(y), so in k[x][[y]] g factors into a product of 3 irreducibles. (This is the
henselian property.) Denote this factorization by g = g1g2g3 where g1 corresponds
to x = 0, g2 to x = 1 and g3 to x = −1. Each curve gi = 0 is nonsingular. Upon
completion with respect to (y), the elliptic curve k[x, y]/(g) splits into a direct sum
of 3 complete discrete valuation rings corresponding to the 3 points x = 0, x = 1
and x = −1. Now g is clearly a square modulo f . Since g2 and g3 are units modulo
f and k[[y]] is a complete local ring and k is algebraically closed, g2 and g3 are
also squares modulo f . This implies that g1 is a square modulo f . So far we have
(g1/f) = (g2/f) = (g3/f) = 1. From Corollary 3.8 we have (f/g1) = (f/g2) =
(f/g3) = 1. It follows that f is a square in k[x][[y]]/(g). In other words, there are
power series s, t in k[x][[y]] satisfying the equation x− s2 =

(
y2 − x(x2 − 1)

)
t.

Example 3.10. Once again consider the polynomials f = x, g = y2 − x(x2 −
1) from Examples 3.2, 3.6, and 3.9, but this time view them as elements of the
power series ring in x with coefficients in k[y], k[y][[x]]. Notice that in the ring
k[y][[x]], g is irreducible. Since the curve g = 0 is nonsingular, Corollary 3.8 applies.
By Corollary 3.8, (f/g) = (g/f) = 1. In other words the equation x − s2 =(
y2 − x(x2 − 1)

)
t has a solution for power series s, t in k[y][[x]].

Example 3.11. Let f = x, g = y2 − x2(x− 1) viewed as power series in k[[x, y]].
Then g factors into 2 irreducibles, say g = g1g2. The curves g1 = 0 and g2 = 0
correspond to the 2 branches through the origin on the nodal cubic curve g = 0.
So −1 = (gi/f) and by Corollary 3.5 (f/gi) = −1. This implies (f/g) = −1. If we
view f , g as elements of the subring k[x][[y]] or k[y][[x]], we have similar results,
namely (g/f) = 1 and (f/g) = −1 in each case.
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