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1. INTRODUCTION AND STATEMENT OF PROBLEM

Let k denote a field in which n is invertible, and assume k contains ζ , a primitive nth root

of unity. Let A = k[x1, . . . ,xm] be the affine coordinate ring of Am
k and K = k(x1, . . . ,xm)

the field of rational functions. Given an irreducible polynomial f in A we consider the

affine variety in Am+1
k = Speck[x1, . . . ,xm,z] defined by the equation zn = f . Let T =

A[z]/(zn − f ), R = A[ f−1], and S = T [z−1]. Then T is a ramified cyclic extension of A,

and S is a Galois extension of R. Identifying z with n
√

f , the quotient field of T (and S)

is L = K(z) and L/K is a Kummer extension with cyclic Galois group. Let σ denote the

K-algebra automorphism of L = K( n
√

f ) defined by z 7→ ζ z. Let G = {1,σ , . . . ,σn−1} be

the cyclic group generated by σ . Then G is a group of A-automorphisms of T , a group of

R-automorphisms of S, and a group of K-automorphisms of L = K(z). The rings together

with their quotient fields appear in the following commutative diagram.

(1)

T = A[ n
√

f ] −−−−→ S = R[ n
√

f ] −−−−→ L = K( n
√

f )
x





x





x





A −−−−→ R = A[ f−1] −−−−→ K

This article studies connections between K-division algebras and divisor classes on the

affine varieties SpecT and SpecS. Arithmetic in the Brauer group of K is exploited to

study the Picard group PicS and the class group Cl(T ). We give sufficient conditions on

f such that the Picard group PicS is nontrivial. For many examples, the Picard numbers

are computed. Associated to the Galois extension S/R is the so-called seven term exact

sequence of Chase, Harrison and Rosenberg:

(2) 1 → H1(G,S∗)
α1−→ Pic(R)

α2−→ (PicS)G α3−→

H2(G,S∗)
α4−→ B(S/R)

α5−→ H1(G,PicS)
α6−→ H3(G,S∗)

[1, Corollary 5.5] or [9, Theorem 13.3.1]. Since A and R = A[1/ f ] are factorial, PicA =
PicR = 0. Since G is cyclic, [10, Theorem 8.5.20] and the exact sequence (2) imply that

Hi(G,S∗) = 〈1〉 for i = 1,3, . . . . In our context, (2) reduces to the exact sequence

(3) 〈1〉 → (PicS)G α3−→ H2(G,S∗)
α4−→ B(S/R)

α5−→ H1(G,PicS)→ 〈1〉
In Section 2 below, the goal is to derive sufficient conditions on n and f such that there

exist nontrivial elements in the image of α5. In Section 3, we derive sufficient conditions
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on n and f such that there exists a homomorphism

(4) B(S/R)
γ5−→ H1(G,Cl (T ))

and for any N > 0, the image of γ5 contains a subgroup of order N or greater.

2. DOUBLE COVERS

In this section we continue to use the notation established above, with some modifica-

tions. The cyclic covering T /A is assumed to be quadratic. Thus, n = 2, and L = K(
√

f ).
The varieties are surfaces, thus m = 2, and we write A = k[x,y]. The polynomial f

is always square-free, but not necessarily irreducible. Let f = f1 · · · fn be the factor-

ization of f into irreducibles in the factorial ring A. The group of units of R is equal

to k∗ × 〈 f1〉 × · · · 〈 fn〉, which is isomorphic to k∗ × Z(n). By the Kummer sequence,

H1(R, µ2) ∼= (Z/2)(n). Since H1(R, µ2) classifies the étale double covers of R, we view S

as a representative of the class [S] in H1(R, µ2) corresponding to f = f1 · · · fn. Fixing [S]
in one factor of the cup product ⌣: H1(R, µ2)×H1(R, µ2)→ H2(R, µ2) [18, p. 172] and

following with the Kummer theory map H2(R, µ2) → 2 B(R), we have a homomorphism

(·) ⌣ [S] : H1(R, µ2) → 2 B(R). The image of (·) ⌣ [S] is denoted by B`(S/R). If we

pass to the quotient fields, K → K(
√

f ), every element of the Brauer group B(K) split

by K(
√

f ) is a cyclic crossed product, hence is in the image of the cup product map. In

this sense, the classes of Azumaya algebras in B`(S/R) represent the obvious elements in

B(S/R). The short exact sequence of Theorem 2.1(a) is a special case of (2).

Theorem 2.1. In the notation established above, the following are true.

(a) There is an exact sequence of abelian groups

0 → B`(S/R)→ B(S/R)
α5−→ PicS⊗Z/2 → 0.

(b) The restriction-corestriction sequence

0 → B(S/R)→ 2 B(R)
res2

−−→ 2 B(S)
cor2

−−→ 2 B(R)→ 0

is exact.

(c) The Z/2-rank of PicS⊗Z/2 is less than or equal to the Z/2-rank of 2 B(R).

Proof. [6, Theorem 2.1] and its proof. �

Theorem 2.2. In the notation established above, assume f is irreducible. The following

are true.

(a) B`(S/R) = 〈0〉.
(b) α5 : B(S/R) ∼= PicS⊗Z/2.

(c) dimZ/2 H1(S, µ2) = dimZ/2 H1(R, µ2) = 1.

(d) dimZ/2 H2(S, µ2) = 2dimZ/2 H2(R, µ2).
(e) For all i > 0, Hi(G,S∗) = 〈1〉.
(f) (PicS)G = 〈0〉.

Proof. [6, Theorem 2.8] �

Proposition 2.3. If I is a prime ideal of S of height one, then I is a free R-module of rank

two. There exist elements a,b in I such that I = aS+ bS.
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Proof. Let I be a height one prime ideal in S. Then I is a rank one reflexive module and

because S is non-singular, I is a rank one projective S-module (for example, [10, Theo-

rem 12.6.9] or [13, Corollary II.6.16]). Since S is a free R-module of rank two, it follows

that I is a projective R-module of rank two. By [19], the R-module I decomposes into a

direct sum of two rank one projective modules. Since PicR = 0, it follows that I is a free

R-module. �

2.1. Motivational Examples.

Example 2.4. Let f = f1 f2 f3 f4 ∈ k[x,y], where f1, f2, f3, f4 are four linear polynomials

in general position. Let R = k[x,y][ f−1], S = R[
√

f ]. Using [4, Theorem 4], we see

that 2 B(R) = (Z/2)(6) and a basis consists of the symbol algebras {( fi, f j)2 | i < j}.

The group B`(S/R) is the subgroup of 2 B(R) generated by {( f , fi)2 | 1 ≤ i ≤ 4}. One

computes that B`(R) is a group of order 23. Let Fi = Z( fi) be the line defined by fi = 0.

Let P12 = F1 ∩F2 and P34 = F3 ∩F4. Let ℓ be the linear equation of the line L through P12

and P34. Let Λ = ( f ,ℓ)2. As in [4, Theorem 4], one computes

( f ,ℓ)2 ∼ ( f1 f2,ℓ)2( f3 f4,ℓ)2

∼ ( f1, f2)2( f3, f4)2

(5)

is in B(S/R) and not in B`(S/R). By Theorem 2.1, α5(Λ) represents a non-trivial element

of Pic(S)⊗Z/2.

Example 2.5. As in Example 2.4, let f1, f2, f3, f4 be four linear polynomials in general

position. Let Fi = Z( fi) be the line defined by fi = 0. Let P12 = F1∩F2, P34 = F3∩F4, and

let ℓ be the linear equation of the line L through P12 and P34. Let F0 be the line at infinity

and let P05 be the point F0 ∩L. Let F5 be a line through P05 which is in general position

with respect to F1,F2,F3,F4,L. Let f = f1 f2 f3 f4 f5, R = k[x,y][ f−1], and S = R[
√

f ].

Then 2 B(R) = (Z/2)(10) and a basis consists of the symbol algebras {( fi, f j)2 | i < j}.

The group B`(S/R) is the subgroup of 2 B(R) generated by {( f , fi)2 | 1 ≤ i ≤ 5}. One

computes that B`(S/R) is a group of order 24. Let Λ = ( f ,ℓ)2. One computes

( f ,ℓ)2 ∼ ( f1 f2,ℓ)2( f3 f4,ℓ)2

∼ ( f1, f2)2( f3, f4)2

(6)

is in B(S/R) and not in B`(S/R). By Theorem 2.1, α5(Λ) represents a non-trivial element

of Pic(S)⊗Z/2.

Example 2.6. Pick a linear polynomial ℓ ∈ k[x,y], and let L = Z(ℓ) be the line in A2

defined by ℓ. Generalizing Example 2.5, a large class of f are presented such that G = Z(ℓ)
is split by R[

√
f ]. Let m ≥ 2 and pick distinct points P1, . . . ,Pm on L. Let F1, . . . ,F2m be

general lines in A2 satisfying Pi ∈ F2i−1 ∩F2i. Let f j = 0 be the linear equation for Fj and

set f = f1 f2 · · · f2m. Let R = k[x,y][ f−1] and S = R[
√

f ]. Then 2 B(R) = (Z/2)(r) where

r = 1+ 2+ · · ·+(2m− 1) and a basis consists of the symbol algebras {( fi, f j)2 | i < j}.

The group B`(S/R) is the subgroup of 2 B(R) generated by {( f , f j)2 | 1 ≤ j ≤ 2m− 1}.

One computes that B`(S/R) is a Z/2-module of rank 2m− 1. Let Λ = ( f ,ℓ)2. One

computes

( f ,ℓ)2 ∼ ( f1 f2,ℓ)2( f3 f4,ℓ)2 · · · ( f2m−1 f2m,ℓ)2

∼ ( f1, f2)2( f3, f4)2 · · · ( f2m−1, f2m)2

(7)

is in B(S/R) and not in B`(S/R). By Theorem 2.1, α5(Λ) represents a non-trivial element

of Pic(S)⊗Z/2.
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2.2. Division Algebras over K and Primes of S. As in diagram (1), A = k[x,y], f is

square-free, T = A[z]/(z2 − f ), R = A[ f−1] and S = T [z−1]. Let π : SpecT → SpecA be

the corresponding morphism of surfaces. Since R and S are regular surfaces, B(S/R) →
B(L/K) is one-to-one. An element of B(S/R) is represented by a central K-division

algebra Λ ∈ B(L/K) and the ramification divisor of Λ is contained in F = Z( f ). By the

crossed product theorem, the division algebra Λ is a symbol ( f ,h)2 for some h in K∗ (for

instance, see [20, Corollary 7.11]). Since h is unique up to norms from L∗, we can assume

h is a square-free element of A. Factoring h into irreducibles, the Brauer class of Λ is a

product of classes of the form ( f ,g)2, where g is an irreducible element of A. Denote by

C = Z(g) the irreducible curve on SpecA defined by g. Consider the divisor C̃ = π−1(C)
on SpecT . The diagrams

(8)

C̃
⊆−−−−→ SpecT

π





y





y

π

C
⊆−−−−→ SpecA

T −−−−→ T /T g
x





x





A −−−−→ A/Ag

commute, where (8) shows the morphisms of varieties on the left, and the coordinate rings

on the right.

Proposition 2.7. As above, π : SpecT → SpecA is the affine double plane defined by

z2 = f , where A = k[x,y] and K = k(x,y). Assume g is irreducible in A and the K-symbol

algebra ( f ,g)2 ramifies only along F = Z( f ). If C = Z(g), then C̃ = π−1(C) is not

irreducible. The curve C̃ is reducible with only one irreducible component if and only if g

divides f . Otherwise C̃ = C̃1 + C̃2 is reducible and has two irreducible components.

Proof. If g divides f , then any prime of T containing g also contains z. In this case, g

has a unique minimal prime in T , namely P = (g,z). In the local ring TP, the element g

has valuation 2. This shows Div(g) = 2P. So C̃ is reducible with only one irreducible

component. Note that in this case, ( f ,g)2 is in B`(S/R).
Now assume g does not divide f . Then g is irreducible in R = A[ f−1]. Let Q denote the

prime ideal Rg in R. The field K(C) = RQ/QRQ is the function field of C. Because S =
T ⊗A R is Galois over R, S⊗R K(C) is separable of degree two over K(C). Either S⊗R K(C)
is a field, or a direct sum of two copies of K(C) (for example, see [10, Corollary 5.5.9]

or [15, Proposition III.4.1]). If S⊗R K(C) is a field, then Sg is a prime ideal in S, so C̃ is

irreducible. In this case, the ramification of ( f ,g)2 along the divisor C is the non-zero class

of S⊗R K(C) in H1(K(C), µ2). This case does not arise because we are assuming ( f ,g)2

is unramified along C.

The last possibility is that S⊗R K(C) is a direct sum of two copies of K(C). In this case

there are two minimal primes of Sg. Let P be one of them. The other is necessarily σ(P)
(for example [10, Theorem 6.3.6] or [17, (5.E), Theorem 5]). Because the residue fields of

RQ and SP are equal, the image of QRQ generates the maximal ideal of SP. This means g

is a local parameter for SP. The divisor of g on SpecS is P+σ(P). �

In Proposition 2.8 we prove a partial converse to Proposition 2.7. If C = Z(g) splits

over S into C̃ = C̃1 +C̃2 where C̃1 and C̃2 are disjoint, then the K-symbol algebra ( f ,g)2 is

shown to represent a Brauer class in the image of B(R)→ B(K).

Proposition 2.8. In the context of Proposition 2.7, suppose g ∈ R is irreducible and that

S/(g) is isomorphic to the direct sum of two copies of R/(g).
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(1,0) (z,0) (0,g) (0,z−h)
(1,0) (1,0) (z,0) (0,g) (0,z−h)
(z,0) (z,0) ( f ,0) (0,zg) (0,z(z−h))
(0,g) (0,g) (0,−zg) (g,0) (−z−h,0)

(0,z−h) (0,z−h) (0,−z(z−h)) (z−h,0) (−u,0)
TABLE 1. Multiplication table for ∆(I) in Proposition 2.8.

(a) There is an element h in R−(0) such that the minimal primes of g in S are I = (g,z−h)
and σ(I) = (g,z+ h).

(b) The symbol algebra ( f ,g)2 over K represents a class ξ in B(S/R).
(c) The coset α5(ξ ) in PicS⊗Z/2 is represented by the ideal I.

Proof. We are given that

S

(g)
=

(R/(g)) [z]

(z2 − f )

is the trivial quadratic extension of R/(g). This means f is a non-zero square in R/(g).
There exist u, h in R− (0) such that f = ug+ h2. Look at the ideal I = (g,z− h) in S.

Since

S/I =
k[x,y,z][ f−1]

(g,z2 − f ,z−h)
∼= k[x,y][ f−1]

(g)

we see that I is prime of height one. A typical element of S can be written in the form

a+ b(z−h), for a,b ∈ R. If a,b,c,d are from R, then a typical element of I is

(a+ b(z−h))g+(c+ d(z−h))(z−h) = ag+ b(z−h)g+ c(z−h)+ d(z−h)2

= ag+ b(z−h)g+ c(z−h)+ d(z2 −h2 −2zh+ 2h2)

= (a+ du)g+(bg+ c−2dh)(z−h)

so I = Rg+R(z−h). By Proposition 2.3, g, z−h is a free R-basis for I. Since z is invertible

in S, Iσ(I) = (g2,g(z+ h),g(z−h),ug) = Sg. Let ∆(I) be the generalized cross product

algebra, as defined in [6, §2.2]. Then ∆(I) is an Azumaya R-algebra which is split by S.

As an R-module ∆(I) is generated by (1,0), (z,0), (0,g), and (0,z− h). Using equation

[6, (16)], the multiplication table for ∆(I) is constructed in Table 1. Upon extending the

ring of scalars to K, it is clear that ∆(I)⊗R K is isomorphic to the symbol algebra ( f ,g)2.

Therefore ( f ,g)2 is unramified on Z(g), represents a class ξ in B(S/R), and α5(ξ ) is

represented by the divisor class of the ideal I = (g,z−h). �

Suppose f and g are as in Proposition 2.7 and g does not divide f . If C = Z(g) is rational

and simply connected, then C̃ = C̃1 + C̃2 is reducible if and only if the local intersection

multiplicity of C and F at each point is even [13, Corollary IV.2.4].

Proposition 2.9. As always, A = k[x,y] and K = k(x,y). Suppose f and g are in A, f

is square-free, g is irreducible, g does not divide f , and the K-symbol algebra ( f ,g)2

is unramified along each prime divisor of R = A[ f−1]. If C = Z(g) on SpecR is either

nonsingular, or has only unibranched singularities, then S/(g) is isomorphic to a direct

sum of two copies of R/(g).

Proof. We are in the context of the paragraph preceding Proposition 2.7. Let Λ = ( f ,g)2.

The ramification aC(Λ) along C is given by the tame symbol. But R is factorial and g

is irreducible. Therefore aC(Λ) is the quadratic extension K(C)[z]/(z2 − f ), which by
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assumption represents the zero class in H1(K(C),Z/2). Let C̄ denote the normalization

of C. Because C has at most unibranched singularities, the natural map H1(C,Q/Z) →
H1(C̄,Q/Z) is an isomorphism. For any closed point p ∈ C̄, the natural map

H1(C̄,Q/Z)→ H1(C̄− p,Q/Z)

is one-to-one by cohomological purity [18, Theorem VI.5.1]. By a direct limit argument,

the natural map

H1(C̄,Q/Z)→ H1(K(C),Q/Z)

is one-to-one. Therefore, the unramified quadratic extension S/(g) represents the zero

class in H1(C,Q/Z). So S/(g) is isomorphic to a direct sum of two copies of R/(g). �

Example 2.10. This example shows that if the curve R/(g) has a nodal singularity, the

conclusion of Proposition 2.9 can fail. Let f = x+ 1, T = k[x,y,z]/(z2 − f ). Let g =
y2 − x2(x+ 1). In T the element g factors into (y− xz)(y+ xz). Each factor is irreducible

because the map x 7→ z2 −1, y 7→ xz induces T /(y− xz) ∼= k[z]. Since

T

(y− xz,y+ xz)
∼= k[z]

(z(z2 −1))

the elements y−xz and y+ xz are not relatively prime, even in S = T [z−1]. The conclusion

of Proposition 2.9 is not satisfied. Now look at the symbol algebra Λ = ( f ,g)2 over K =
k(x,y). Since 1 ∼ (x+ 1,x)2, we have

Λ ∼ (x+ 1,x−2)2(x+ 1,y2 − x2(x+ 1))2

∼ (x+ 1, (y/x)2 − (x+ 1))2

∼ 1

Therefore, ( f ,g)2 is split, hence unramified over R.

2.3. A Construction. Suppose our goal is to construct a double plane SpecT → A2 with

the property that the class group on the unramified set SpecS ⊆ SpecT is non-trivial and

easy to compute. An approach based on Theorem 2.1 is to find f such that we can compute

elements that are in B(S/R) but not in B`(S/R). The preceding examples provide some

insight on how to pick elements f and g in A such that ( f ,g)2 is in B(S/R) and not in

B`(S/R). Start with a sequence of distinct irreducible polynomials f1, . . . , fN in A =
k[x,y], where N ≥ 3. Put f = f1 f2 · · · f j +( f j+1 · · · fN)2, for some j such that 2 ≤ j < N.

If f is square-free, then z2 − f is irreducible and T = A[z]/(z2 − f ) is integrally closed.

Let g be any one of f1, . . . , f j and h = f j+1 · · · fN . By construction, g does not divide f . Let

R = A[ f−1]. The map

(9)
(R/(g))[z]

(z2 −h2)

β−→ R

(g)
⊕ R

(g)

is an isomorphism, where β maps z 7→ (h,−h). If S = T [z−1], then S/(g) is isomorphic

to the ring on the left hand side of (9). By Proposition 2.8, the symbol algebra Λ = ( f ,g)2

ramifies only along the zeros of f . Also, the homomorphic image of [Λ] under α5 is the

divisor class of the ideal I = (g,z− h). Upon restriction to the quotient field K = k(x,y),
the symbol algebra ( f ,g)2 is a division algebra if the ideal I = (g,z − h) represents a

non-trivial class in PicS⊗Z/2. The converse of this last statement is false, as shown in

Example 2.6.
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Example 2.11. This example is based on the construction of Section 2.3. Let ℓ1,ℓ2,ℓ3

be three general linear polynomials in k[x,y]. Let f = ℓ1ℓ2 − ℓ2
3. We can assume f is

irreducible. Let F = Z( f ), Li = Z(ℓi), and F0 the line at infinity. Let L1 · L3 = P1 and

L3 ·F0 = P03. We see that F ·L1 = 2P1. By a general position argument, we can assume

F0 ·F = P01 +P02. For the symbol algebra ( f ,ℓ1)2, the weighted path in the graph Γ =
Γ(F +L1 +F0) is shown in Figure 1. The cycle F → P01 → F0 → P02 → F is non-trivial.

F0

P01

P02

P03

L1

F P1

1 1

−2

−1 −1

2

2

−2

FIGURE 1. The weighted path of ( f ,g)2 in Example 2.11.

The fact that the cycle in Figure 1 represents a non-trivial element in H1(Γ,Z/2) proves

that ( f ,ℓ1)2 is a non-trivial element of B(S/R). Since f is irreducible, Theorem 2.2 says

B`(S/R) = (0). Therefore, the ideal I = (ℓ1,z− ℓ3) is a non-trivial element of PicS⊗
Z/2.

Example 2.12. This example is based on the construction of Section 2.3. Start with a

sequence of distinct irreducible polynomials f1, . . . , fn in A = k[x,y], where n ≥ 2. Set

f = f1 f2 · · · fn + h2, for some h ∈ A such that f is irreducible. Let R = A[ f−1], and S =
R[z]/(z2 − f ). Theorem 2.2 says B(S/R) ∼= Pic(S)⊗Z/2. Let g be any one of f1, . . . , fn.

Let F = Z( f ), F0 the line at infinity, G = Z(g), and H = Z(h). At a finite point P, the

local intersection multiplicity (F ·G)P is divisible by 2. Assume there exists P0 in F0 ∩F

such that P0 is not a point of G and the local intersection multiplicity (F0 ·F)P0
is odd. If

we assume degG is odd, then the weighted path in the graph Γ(F +G+F0) of the symbol

algebra ( f ,g)2, has loops of the type F → P0 → F0 → P0, j → F . Therefore, ( f ,g)2, is a

division algebra and the ideal I = (g,z−h) is a non-trivial element of PicS⊗Z/2.

Example 2.13. This example is based on Example 2.12. This example shows that it is not

necessary to assume the degree of p1 is odd. Let ℓ1,ℓ2 be linear polynomials in k[x,y] and

c an irreducible conic such that f = ℓ1c+ ℓ2
2 is an irreducible cubic. Assume ℓ1,ℓ2,c, and

the line at infinity F0 are in general position. In this example we prove that ( f ,c)2 is a
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division algebra. Let C = Z(c), F = Z(F), Li = Z(ℓi), and F0 the line at infinity. Let

C ·L1 = P1 +P2

C ·L2 = P3 +P4

L1 ·L2 = P5

L1 ·F0 = P6

L2 ·F0 = P7

C ·F0 = P8 +P9

(10)

Then

F ·C = 2F ·L2 +F ·F0

= 2L2 ·C+C ·F0

= 2P3 + 2P4 +P8 +P9

F ·F0 = L1 ·F0 +C ·F0

= P6 +P8 +P9

(11)

From this we compute the weighted path in the graph Γ(F +C+F0) for the symbol algebra

( f ,c)2, with coefficients in Z/2. The graph and edge weights are shown in Figure 2. There

F0

P3 P4 P8 P6 P9

C

F

−1 2 −1

−2−1 −12 2

−2 −2 2 2

FIGURE 2. The weighted path of ( f ,c)2 in Example 2.13

is one non-trivial loop, F → P8 → F0 → P9 → F . Therefore ( f ,c)2 is a division algebra

and corresponds to a non-trivial element in B(S/R).
Notice that F ·L1 = 2P5 +P7. Compute the weighted path in the graph Γ(F +L1 +F0)

for the symbol algebra ( f ,ℓ1)2, with coefficients in Z/2. There is a non-trivial cycle,

F → P6 → F0 → P7 → F → P8 → F0 → P9 → F . This proves ( f ,ℓ1)2 is a division algebra

and corresponds to a non-trivial element in B(S/R). It follows that the order of PicS⊗Z/2

is at least 4. The ideals (c,z− ℓ2) and (ℓ1,z− ℓ2) are independent in PicS⊗Z/2.

Example 2.14. Say ℓ and c are in k[x,y], where ℓ is a line and c is an irreducible conic. Let

C = Z(c), L = Z(ℓ). Let F0 denote the line at infinity. Assume L, C and F0 are in general
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position. Let f = ℓc−1 and assume f is irreducible. An argument similar to that used in

Example 2.13 shows that over k(x,y), both ( f ,ℓ)2 and ( f ,c)2 are division algebras.

2.4. More examples.

Example 2.15. As in Example 2.4, we consider a double plane ramified over four lines.

We consider the case where two of the four lines are parallel. Start with a linear polynomial

ℓ ∈ k[x,y] which defines the line L = Z(ℓ) in A2. Pick a point P on L. Let F1 and F2 be

general lines which are parallel to L. Let F3 and F4 be general lines that intersect L at P.

Let fi be the equation for Fi. Let f = f1 f2 f3 f4, R = k[x,y][ f−1], and S = R[
√

f ]. Then

2 B(R) is isomorphic to (Z/2)(5). A basis consists of the symbol algebras

{( f1, f3)2, ( f1, f4)2, ( f2, f3)2, ( f2, f4)2, ( f3, f4)2}.
The group B`(S/R) is the subgroup of 2 B(R) generated by {( f , f1)2, . . . , ( f , f4)2}. One

computes that B`(S/R) is a Z/2-module of rank 3, with a basis being

{( f1, f3)2( f1, f4)2, ( f2, f3)2( f2, f4)2, ( f1, f3)2( f2, f3)2( f3, f4)2}.
Let Λ = ( f ,ℓ)2. One computes ( f ,ℓ)2 ∼ ( f3 f4,ℓ)2 ∼ ( f3, f4)2 which is in B(S/R), but

not B`(S/R). Theorem 2.1 says α5(Λ) represents a non-trivial element of Pic(S)⊗Z/2.

The case where f1 and f2 are parallel, and f3 and f4 are parallel is the subject of Ex-

ample 2.16, where it is shown that α5 is zero. The double plane ramified over four lines

passing through a common point is studied in [8], where it is shown that α5 is zero.

Example 2.16. Let f = (x2 − 1)(y2 − 1) ∈ k[x,y]. Set R = k[x,y][ f−1] and S = R[
√

f ].

Let T = k[x,y,z]/(z2 = f ). As computed in [16], Cl(T ) ∼= (Z/2)(3). By [6, Theo-

rem 2.4], H1(G,Cl(T )) ∼= Cl(T )⊗ Z/2 ∼= (Z/2)(3). As shown in [6, Theorem 2.5],

H1(G,Cl(T )) → B(S/R) is onto. Using [4], one can check that 2 B(R) ∼= (Z/2)(4) and

B`(S/R)∼= (Z/2)(3). This proves B`(S/R) =B(S/R) and PicS⊗Z/2= (0). Consider

the symbol algebra ( f ,y− x)2. Check that

( f ,y− x)2 ∼ ((x−1)(y−1),y− x)2((x+ 1)(y+ 1),y− x)2

∼ (x−1,y−1)2(x+ 1,y+ 1)2

∼ ( f , (x−1)(y+ 1))2

(12)

Upon restriction to the field K = k(x,y), ( f ,y−x)2 is a division algebra. The ideal S(y−x)
has two minimal primes, namely (y− x,z− x2 + 1) and (y− x,z+ x2 − 1) and they are

comaximal. The ring S/(y− x) is a direct sum of two copies of R/(y− x). The ring in

Example 2.4 was a double plane ramified over four lines in general position. The ring in

Example 2.15 was a double plane ramified over four lines, three of which are in general

position. In both of these examples, it was shown that PicS⊗Z/2 was non-trivial. By

comparison, in this example we find that PicS⊗Z/2 is trivial because the four lines are

not sufficiently general.

One can check that the K-symbol algebra Λ = (x−1,y−1)2 represents a class in B(R)
that is not in B`(S/R). If L is the quotient field of T , then Λ⊗K L is a division algebra

over L. Moreover, Λ⊗K L is unramified at every height one prime of T . By [3, Corollary 3]

the sequence

(13) 0 → B(L/T )→ B(T )→ B(V )→ 0

is exact, where V is the set of regular points of SpecT . We know that a maximal OV -

order in Λ⊗L is Azumaya. It would be informative to have a description of an Azumaya

T -algebra whose generic stalk is Brauer equivalent to Λ⊗L.



10 TIMOTHY J. FORD

Example 2.17. Now we give an example where, in the context of Section 2.3, the symbol

algebra ( f ,g)2 is split, the ideal I = (g,z−h) represents a non-trivial class in PicS, and I

is in 2PicS. Start with the special case n = 3 of [6, §3.3]. Let f1 = 2xy− 1, ℓ1 = x− 1,

ℓ2 = x+ 1, f = f1ℓ1ℓ2, R = k[x,y][ f−1], and S = R[z]/(z2 − f ). By [6, Proposition 3.4]

we know that PicS is infinite cyclic and is generated by the class of I1 = (z− 1,x). The

divisor of x is Div(x) = I1 + I2, where I2 = (z+ 1,x). Take g = x2 + y2 −1. Check that

f1 = g− (x− y)2

f2 f3 = g− y2
(14)

so the symbol algebras ( f1,g)2 and ( f2 f3,g)2 are split. It follows that ( f1,g)2( f2 f3,g)2 ∼
( f ,g)2 is also split. Multiply on both sides of (14),

f = f1 f2 f3 = g
(

g− (x− y)2 − y2
)

+(x− y)2y2

= g
(

2xy− y2 −1
)

+(x− y)2y2
(15)

In the notation of Proposition 2.8, u = 2xy− y2 −1 and h = (x− y)y. Let I = (g,z− (x−
y)y). Then I is a height one prime of S, σ(I)+ I = S, and Iσ(I) = Sg. The divisor of g is

Div(g) = I +σ(I). Let

m = g− (z− xy+ y2)

= x2 + xy−1− z = x(x+ y)− (z+ 1)
(16)

Note that m is in I and m(z+ xy− y2) = g(1+ z− xy). Since z+ xy− y2 and 1+ z− xy

are not in I, the valuation of m at I is one. Any prime ideal that contains m must contain

g or 1+ z− xy. The ideal I is generated by m and g. Since m+ (1+ z− xy) = x2, if a

prime contains m and not g, then it contains x. Any ideal that has both m and x also has

z+ 1 = xy+ x2 −m. Therefore, the only minimal primes of m are I and I2. One checks

that (z+1)2 = x2(2xy+1)−2 (x(x+ y)− (z+ 1)), from which it follows m ∈ I2
2 . Lastly,

it is straightforward to check that (z+ 1)2 − x2(2xy+ 1) is not in I3
2 , so the divisor of m is

Div(m) = 2I2 + I. Therefore, I is a non-trivial element in 2Pic(S).

Example 2.18. Let f ∈ A = k[x,y] be a general polynomial of degree six. Let R = A[ f−1],
S = R[

√
f ]. As observed in [14, §7] and [2, Example 1.2], S is an open subset of a K3 sur-

face. Because f is general, it follows that PicS = 0. We are in the context of Theorem 2.2.

Therefore, B(S/R) = 0 and the sequence

0 → 2 B(R)
res−→ 2 B(S)

cor−→ 2 B(R)→ 0

is exact.

Example 2.19. Let a1, . . . ,an be distinct elements of k, and set ℓi = x−ai for i = 1, . . . ,n.

Let f = y2 − ℓ1 · · ·ℓn, R = A[ f−1], and S = R[
√

f ]. We are in the context of Theo-

rem 2.2. As observed in [8], S is a nonsingular affine rational surface, B(S/R) = 2 B(R) ∼=
(Z/2)n−1, and the sequence

0 → 2 B(S/R)→ B(R)→ B(S)→ 0

is exact.

3. A CYCLIC COVERING OF DEGREE n

Let k be a field in which n is invertible, and assume k contains ζ , a primitive nth root of

unity.



DIVISION ALGEBRAS AND THE PICARD NUMBER 11

3.1. A Construction. Let k̄ be an algebraic closure of k. The example we consider is a

cyclic covering of Am = Speck[x1, . . . ,xm] in Am+1 = Speck[x1, . . . ,xm,z] defined by a

single equation of the form zn = f , where f is an irreducible polynomial in k[x1, . . . ,xm].
Our notation in this section will agree with that of Section 1. To define f , start with a

sequence of irreducible polynomials f1, . . . , fν in A = k[x1, . . . ,xm] such that the polyno-

mial f = f1 f2 · · · fν + 1 is irreducible in k̄[x1, . . . ,xm]. Let T = A[z]/(zn − f ), R = A[ f−1]
and S = R[z]/(zn − f ). Since f is irreducible, an application of Eisenstein’s Criterion (for

example, [11, Theorem 3.7.6]) shows T is an integral domain. The quotient field of A

is K = k(x1, . . . ,xm) and that of T is L = K[z]/(zn − f ). From the Jacobian and Serre’s

Criteria (for example, [10, Theorems 11.6.5 and 11.4.8] or [13, Theorem I.5.1 and Propo-

sition II.8.23]), we know that T̄ = T ⊗k k̄ is normal. Since T → T ⊗k k̄ is faithfully flat, T is

integrally closed in L (see, for example, [10, Example 11.6.7]). Let σ be the A-algebra au-

tomorphism of T defined by σ(z) = ζ z. Then we will also view σ as an R-automorphism

of S and K-automorphism of L. Since f and n are invertible in R, by Kummer Theory

S/R is Galois with group G = 〈σ〉 (see for example [9, Example 12.9.5] or [18, § III.4,

pp. 125-126]). Since R is regular, so is S (see for example [10, Corollary 11.5.4]). The

map π : SpecT → SpecA ramifies only over the hypersurface F = Z( f ). Lying above F

is the irreducible hypersurface defined by z = 0 and the ramification index is n. If we set

U = SpecR and V = SpecS, then we are in the context of [7, Section 1.1]. In particular,

[7, Theorem 1.1] applies and there is a homomorphism

(17) γ5 : B(S/R)→ H1(G,Cl(T ))

of abelian groups. The goal of Section 3 is to derive sufficient conditions on f1, . . . , fν such

that there exists a subgroup of B(S/R) of order nν−1 which embeds in H1(G,Cl(T )). This

result appears below in Proposition 3.3. To compute the subgroup, and its image under γ5,

the proof applies the results of [7, Sections 3 and 4].

Lemma 3.1. Let f1, f2 be polynomials in k[x1, . . . ,xm] such that f1 is irreducible in

k[x1, . . . ,xm] and f = f1 f2 + 1 is irreducible in k̄[x1, . . . ,xm]. For any 0 ≤ j < n, consider

the ideal I = (ζ jz− 1, f1) in T = k[x1, . . . ,xm]/(zn − f ). In the context of the previous

paragraph the following are true.

(a) I is a height one prime ideal in T .

(b) I is an invertible fractional ideal of T in L, the quotient field of T , hence I represents a

class in Pic(T ) ⊆ Cl(T ).
(c) Under the action of G = 〈σ〉 on Pic(T ), the norm of I is the principal ideal T f1. That

is, T f1 = Iσ(I) · · ·σn−1(I).

Proof. [7, Lemma 5.1]. �

In the notation of the first paragraph of Section 3, consider the ideals P1 = (z− 1, f1),
. . . , Pn−1 = (z − 1, fν−1) in the ring T . For each i, Lemma 3.1 shows the norm of Pi

is equal to T fi. Therefore we can construct the A-algebra Λi = ∆(T /A,Pi, fi) as in [7,

Definition 3.2]. By [7, Corollary 3.10], the generic stalk of Λi is Λi⊗A K = (L/K,σ , f−1
i ),

which we identify with the symbol algebra ( f , f−1
i )n over K. By [7, Corollary 3.12], Λi⊗A

R is an Azumaya R-algebra that is split by S. By [7, Theorem 4.17], the homomorphism

(17) maps the Brauer class [Λi ⊗A R] to the 1-cocycle in H1(G,Cl(T )) represented by the

class of Pi. We have shown

Proposition 3.2. Assume f1, f2, . . . fν , are irreducible polynomials in k[x1, . . . ,xm], and the

polynomial f = f1 f2 · · · fν + 1 is irreducible in k̄[x1, . . . ,xm]. Then in the above context,

the following are true.
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(a) For each i, Λi ⊗A R = ∆(T /A,Pi, fi)⊗A R is an Azumaya R-algebra split by S.

(b) Under the homomorphism γ5 of (17), the Brauer class [Λi⊗A R] in B(S/R) is mapped

by γ5 to the 1-cocycle in H1(G,Cl(T )) represented by the class of Pi.

Now we apply Proposition 3.2 to algebraic surfaces. For the following, the polynomial

ring A is k[x,y]. We derive sufficient conditions on the polynomials f1, . . . , fν in A such

that the Brauer classes represented by Λ1, . . . , Λν−1 are Z/n-independent in the group

B(S/R). In the usual way embed A2
k̄

as an open subset of the projective plane P2
k̄

and let

F∞ denote the line at infinity. For i = 1, . . . ,ν , let Fi = Z( fi) be the projective plane curve

in P2
k̄

defined by fi. Let di = deg fi be the degree of fi. The degree of f = f1 f2 · · · fν + 1

is d = d1 + · · ·+ dν . Proposition 3.3 is a variation of [7, Proposition 5.3].

Proposition 3.3. In the above context, assume ν ≥ 2 and f1, f2, . . . fν are irreducible

polynomials in k[x,y] satisfying the following.

(A) In P2
k̄

the curve Z( f1 f2 · · · fν ) intersects F∞ in d = d1 + · · ·+ dν distinct points.

(B) f = f1 f2 · · · fν + 1 is irreducible in k̄[x,y].
(C) One of the following sets of conditions is satisfied:

(i) 1 = gcd(d,n) = gcd(d1,n) = · · ·= gcd(dν−1,n).
(ii) gcd(d,n) = 1 and 0 ≡ d1 ≡ ·· ·dν−1 (mod n).

Then the following are true.

(a) The classes represented by the symbol algebras ( f , f1)n, . . . , ( f , fν−1)n generate a sub-

group of B(L/K) of order nν−1.

(b) The classes represented by Λ1⊗A R, . . . ,Λν−1⊗A R generate a subgroup of B(S/R) of

order nν−1.

(c) The classes represented by the ideals P1, . . . , Pν−1 generate a subgroup of H1(G,ClT )
of order nν−1.

Proposition 3.3 is proved utilizing the cycle space of the graph associated to a plane

curve. Before the proof, we review the definition.

Definition 3.4. Let Y be a reduced curve in P2
k̄

and write Y = Y1 ∪ ·· · ∪Ym, where the Yi

are the distinct irreducible components of Y . For each i let Ỹi → Yi be the normalization

and define Ỹ to be the disjoint union Ỹ1 ∪ ·· · ∪ Ỹm. There is a natural map π : Ỹ → Y . Let

P = {p1, . . . , ps} be the singular set of Y , and P̃ = π−1(P) = {q1 . . . ,qe}. The diagram

P̃ = {q1 . . . ,qe} ⊆−−−−→ Ỹ = Ỹ1 ∪·· ·∪ Ỹm

π





y





y

π

P = {p1, . . . , ps} ⊆−−−−→ Y = Y1 ∪·· ·∪Ym

commutes. To the curve Y is associated a bipartite graph Γ(Y ) with vertex set {Ỹ1, . . . ,Ỹm}∪
{p1, . . . , ps} and edge set P̃. The edge q ∈ P̃ connects the vertex Ỹi ∈ Ỹ to the vertex p j ∈ P

if and only if q ∈ Ỹi and π(q) = p j. By [5, Corollary 1.3] there is an isomorphism of

abelian groups n B(P2 −Y ) → H1(Ỹ ,Q/Z)⊕H1(Γ(Y ),Z/n) (modulo torsion divisible

by chark). The element in the cycle space of Γ(Y ) associated to a symbol algebra can

be computed using local intersection multiplicities [5, Theorem 2.1]. Suppose Yi and Yj

intersect at the point p with local intersection multiplicity µ = (Fi,Fj)p. The definition

simplifies if we assume both Yi and Yj are nonsingular at p. This is true in the application

below. Let fi and f j be local equations for the two curves and consider the symbol algebra
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( fi, f j)n over the field of rational functions on P2. Then near the vertex p, the cycle in Γ

corresponding to ( fi, f j)n looks like Fi
µ−→ p

−µ−−→ Fj.

Proof of Proposition 3.3. The diagram

(18)

B(R) −−−−→ B(R⊗k k̄)




y





y

B(k(x,y)) −−−−→ B(k̄(x,y))

commutes. The ring R is a localization of k[x,y] in K = k(x,y), so the vertical arrows in

(18) are one-to-one. Part (b) follows from Proposition 3.2 and Part (a). The diagram

(19)

B(S/R)
γ5−−−−→ H1(G,Cl(T ))





y





y

B(S̄/R̄) −−−−→ H1(G,Cl(T ⊗k k̄))

commutes. By [12, Proposition 2.1], H2(G, (T ⊗k k̄)∗) = 〈1〉, hence by [7, Theorem 1.1,

Eq. (4)] the arrow in the bottom row of (19) is one-to-one. Therefore (c) follows from

Proposition 3.2 and (b). To prove (a), by (18) it is enough to show the symbol algebras

( f , f1)n, . . . , ( f , fν−1)n generate a subgroup of order nν−1 in B(k̄(x,y)). For the remainder

of the proof, we assume k is algebraically closed. If we write

(20) Fi ·F∞ = Qi1 + · · ·+Qidi
,

for 1 ≤ i ≤ ν , then the set {Qi j} contains d distinct points. Then

F ·F∞ =
n

∑
i=1

di

∑
j=1

Qi j, and

F ·Fi = dQi1 + · · ·+ dQidi
for 1 ≤ i ≤ ν .

(21)

For each i, the symbol algebra ( f , fi)n represents a Brauer class on the open complement

of the curve F +F1 + · · ·+Fν +F∞ in P2. We use [5, Theorem 2.1] to associate to ( f , fi) a

cycle in the edge space of the graph Γ associated to the plane curve F +F1 + · · ·+Fν +F∞.

The edge weights are computed from the local intersection multiplicities. From (20) and

(21) we compute the weighted path in the graph Γ(F +F1 +F∞) for the symbol algebra

( f , f1)n. The homology is computed with coefficients in Z/n. The graph and edge weights

are shown in Figure 3. For each i = 1, . . . ,ν the graph for ( f , fi) is similar. It suffices to

show that the cycles in the graph Γ corresponding to ( f , f1)n, . . . , ( f , fν−1)n generate a

subgroup of order nν−1 in H1(Γ,Z/n). We sketch a proof of this assuming condition

(C)(i) is satisfied. The proof when (C)(ii) is satisfied is left to the reader. Find u1, . . . ,uν−1

such that diui ≡ 1 (mod n). The cycle in the graph for the symbol algebra ( f , f
u1
1 )n is

shown in Figure 4. Figure 5 shows the cycle in the graph for ( f , f
u1
1 f

−u j

j )n, when 1 <

j < ν . It is not hard to see that in the edge space of the graph Γ over Z/n the cycles

for ( f , f
u1
1 )n, ( f , f

u1
1 f

−u2
2 )n, . . . , ( f , f

u1
1 f

−uν−1

ν−1 )n are independent. This proves the symbol

algebras ( f , f1)n, . . . , ( f , fν−1)n generate a subgroup of order nν−1 in B(L/K). �

3.2. A Nonnormal Surface. The surface zn = yn−1(y− p(x)). Let k be an algebraically

closed field and n≥ 2 an integer which is invertible in k. In this section we study the divisor

classes and algebra classes on the surface defined by zn = yn−1(y− p(x)), where p(x) ∈
k[x] is a monic polynomial of degree d > 1. Let f1 = y, f2 = y− p(x), and f = f n−1

1 f2. Let
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•F∞

•Q11
. . . •Q1d1

•Q21
. . . •Q2d2

. . . •Qν1
. . . •Qνdν

•F1

•F

0

❄❄❄❄❄❄❄❄❄❄❄❄❄

0

✎✎✎✎✎✎✎✎✎✎

d1−d d1
d1

❄❄
❄❄

❄❄
❄❄

❄❄
❄❄

❄

d1−d
d1

d1

d−d1

d−d1

✬✬✬✬✬✬✬✬✬✬✬✬✬✬✬✬✬✬✬✬✬

−d1

✗✗✗✗✗✗✗✗✗✗✗✗✗✗✗✗✗✗✗✗✗

−d1 −d1 −d1

FIGURE 3. The weighted path of ( f , f1)n in Proposition 3.3

•F∞

•Q11
. . . •Q1d1

•Q21
. . . •Q2d2

. . . •Qν1
. . . •Qνdν

•F

1−du1 1

✎✎
✎✎
✎✎
✎✎
✎✎

1
✴✴
✴✴
✴✴
✴✴
✴✴

1−du1 1 1

du1−1

du1−1

❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏

−1

✴✴✴✴✴✴✴✴✴✴

−1

−1 −1

FIGURE 4. The weighted path of ( f , f
u1
1 )n in Proposition 3.3

•F∞

•Q11
. . . •Q1d1

. . . • . . . •Q j1 . . . •Q jd j
. . . •

•F

−du1
0

✎✎
✎✎
✎✎
✎✎
✎✎
✎

du j
✴✴
✴✴
✴✴
✴✴
✴✴

−du1 du j 0

du1

du1

❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏

0

✴✴✴✴✴✴✴✴✴✴✴

−du j

−du j 0

FIGURE 5. The weighted path of ( f , f
u1
1 f

−u j

j )n in Proposition 3.3

A = k[x,y], R = A[ f−1], T = A[z]/(zn − f ) and S = T [z−1]. The quotient field of A and R

is K = k(x,y). The quotient field of T and S is L = K[z]/(zn− f ). In A let p(x) = ℓ
e1
1 · · ·ℓev

v
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be the unique factorization into irreducibles. Let α1, . . . ,αv be the distinct roots of p(x).
Let Fi = Z( fi) which we embed into P2 in the usual way. Let F0 be the line at infinity.

Then F1 ·F2 = e1P1 + · · ·+ evPv, F1 ·F0 = P01 and F2 ·F0 = dP02. The graph Γ of the curve

F = F0 +F1 +F2 is seen in Figure 6. If i > 1, the node Pi and its edges exist only if v ≥ i.

This explains why the edges to P2, . . . ,Pv are dashed. As in [9, Example 12.9.5], if σ is

the A-algebra automorphism of T defined by z 7→ ζ z, then S/R is a cyclic Galois extension

with group 〈σ〉. In our setting, (3) is an exact sequence. If n = 2, then f is square-free,

and as in Section 2, T is a normal surface. If n ≥ 3, then T is not integrally closed. One

way to see this is to compute the singular locus of the surface zn = yn−1(y− p(x)) in A2

using the jacobian criterion (for example [10, Theorem 11.6.5]). Alternatively, if P is the

prime ideal of height one generated by y and z in T , then the local ring TP is not integrally

closed. For instance, yz−1 is in L, yz−1 is not in TP, but (yz−1)n−1 is in TP.
F0

P02 P01

F1F2 P1

P2

Pv

FIGURE 6. The graph in Section 3.2.

Proposition 3.5. In the above context,

(1) B(R) ∼= (Q/Z)(v).
(2) The image of α4 : H2(G,S∗)→ B(S/R) is a cyclic Z/n-module.

(3) B(S/R) = n B(R) ∼= (Z/n)(v).
(4) H1(G,PicS) contains a subgroup that has order nν−1.

(5) B(S) ∼= (Q/Z)(v).
(6) The sequence 0 → n B(R)→ B(R)→ B(S)→ 0 is exact.

Proof. (1): Using [4, Theorem 5], B(R) ∼= (Q/Z)(v).
(2): By [9, Section 13.4], the image of α4 is generated by cyclic crossed products. For

the Kummer extension S/R, cyclic crossed products can be identified as symbol algebras

( f ,u)n, for u ∈ R∗. The group of units in R is k∗×〈y〉× 〈y− p(x)〉, and ( f ,y)n ∼ (y−
p(x),y)n ∼ (y−1,y− p(x))n ∼ (yn−1,y− p(x))n ∼ ( f ,y− p(x))n. Hence the image of α4

is cyclic. The weighted element of the edge space corresponding to the symbol algebra

(y− p(x),y)n is computed as in [5, § 2] and is shown in Figure 7. Therefore, as a function

of the multiplicities e1, . . . ,eν , the order of the image of α4 can be any positive divisor of

n.

(3): Let Li = Z(ℓi). Then Li ·F0 = P02, Li ·F1 = Pi, and Li ·F2 = Pi +(d − 1)P02. Let

m > 1 be an integer that is invertible in k. Using the method of [5, § 2], the weighted path

associated to the symbol algebra ( f y−n,ℓi)m is computed to be F2 → P02 → F0 → P01 →
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F0

P02 P01

F1F2 P1

P2

Pv

−dd

d−d

e1

e2

ev

−e1

−e2

−ev

FIGURE 7. The weighted path of (y− p(x),y)n in Proposition 3.5.

F1 → Pi → F2. For i = 1, . . . ,v, these cycles make up a basis for H1(Γ,Z/m). Therefore, a

basis for m B(R) consists of the classes of the algebras

(22) ( f y−n,ℓ1)m, . . . , ( f y−n,ℓv)m.

This shows that a basis of n B(R) consists of ( f ,ℓ1)n, . . . , ( f ,ℓv)n, all of which are in

B(S/R), which proves (3).

(4): This follows from (2), (3) and the exact sequence (3).

(5): Consider the homomorphism of k-algebras

(23) T =
k[x,y,z]

(zn − yn−1(y− p(x))

β−→U = k[x,w][(1−wn)−1]

defined by x 7→ x, y 7→ p(x)/(1−wn), z 7→ wp(x)/(1−wn). One checks that β is well

defined and becomes an isomorphism upon adjoining 1/p(x),1/z to T and 1/p(x),1/w to

U . Both rings in (23) are integral domains of Krull dimension two, hence β is one-to-one.

Since U is rational, so is T . There is an isomomorphism

(24) B(S[p(x)−1])
β−→ B(k[x,w][p(x)−1,w−1, (1−wn)−1])

which is induced by the map β of (23). Using [4, Theorem 4], compute the Brauer group on

the right hand side of (24). It is isomorphic to (Q/Z)(n+1)ν , and a basis for the subgroup

annihilated by m is made up of the symbol algebras

{(w,ℓi)m | i = 1, . . . ,ν}∪
{

(w−ζ j,ℓi)m | i = 1, . . . ,ν , j = 0, . . . ,n−1
}

.

Using β , it follows that the symbol algebras

(25)
{

(zy−1,ℓi)m | i = 1, . . . ,ν
}

∪
{

((z− yζ j)y−1,ℓi)m | i = 1, . . . ,ν , j = 0, . . . ,n−1
}

make up a basis for the subgroup m B(S[p(x)−1]). There is an exact sequence [5, Corol-

lary 1.4]

(26) 0 → B(S)→ B(S[p(x)−1])
a−→ H1(S/(p(x)), µ)→ 0.

The ring S/(p(x)) is the disjoint union of nv copies of the algebraic torus k[z,z−1]. There-

fore, H1(S/(p(x)), µ) ∼= (Q/Z)(nv). Look at the component of S/(p(x)) corresponding

to the minimal prime Ii j = (z−yζ j,ℓi). The symbol algebra ((z−yζ j)y−1,ℓi)m is mapped
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by the ramification map a in (26) to the Kummer extension (S/Ii j)[y−1/m], which rep-

resents an element of order m in H1(S/(p(x)),Z/m). It follows that in sequence (26),

the group m B(S[p(x)−1]) maps onto H1(S/(p(x)), µm) and a basis for m B(S) consists of

(zy−1,ℓi)m for i = 1, . . . ,v. This shows B(S) ∼= (Q/Z)(v), which is (5).

(6): By (22), the symbol algebra

(zy−1,ℓi)m ∼ (zy−1,ℓi)
n
nm ∼ (zny−n,ℓi)nm ∼ ( f y−n,ℓi)nm

is in the image of B(R)→ B(S). Therefore, the sequence

(27) 0 → n B(R)→ B(R)→ B(S)→ 0

is exact. As a homomorphism of abstract groups, the natural map B(R)→ B(S) is “multi-

plication by n”. �

Proposition 3.6. In the context of Section 3.2, if D = gcd(e1, . . . ,eν ), then

(1) S∗ = k∗×〈z〉×〈y〉.
(2) PicS = Cl(S) ∼= (Z/D)n−1 ⊕Z(n−1)(ν−1).

Proof. We have

(28) k[x,w][p(x)−1,w−1, (1−wn)−1]∗ = k∗×〈w〉×
n−1

∏
j=0

〈w−ζ j〉×
v

∏
i=1

〈ℓi〉.

Using the map β of (23) we find zy−1 7→ w, (z− yζ j)y−1 7→ w−ζ j, hence

(29) S[p(x)−1]∗ = T [p(x)−1,z−1]∗ = k∗×〈zy−1〉×
n−1

∏
j=0

〈

z− yζ j

y

〉

×
v

∏
i=1

〈ℓi〉.

Using (29), we see that z, y, z−yζ , . . . , z−yζ n−1, ℓ1, . . . ,ℓv make up a basis for the abelian

group S[p(x)−1]∗/k∗. The elements z and y are units of S. In S the minimal primes of

ℓi are (z− yζ j,ℓi), j = 0, . . . ,n− 1 and the minimal primes of z− yζ j are (z− yζ j,ℓi),
i = 1, . . . ,ν . It is routine to verify that

Div(ℓi) =
n−1

∑
j=0

(z− yζ j,ℓi)

Div(z−ζ jy) =
ν

∑
i=1

ei(z− yζ j,ℓi).

(30)

Since S[p(x)−1] is factorial, the Nagata sequence ([10, Theorem 11.4.14])

(31) 1 → S∗ → S[p(x)−1]∗
Div−−→

v
⊕

i=1

n−1
⊕

j=0

Z(z−ζ jy,ℓi)→ Cl(S)→ 0

is exact. In (31), the image of Div is a free Z-module of rank v+ n− 1. This proves

S∗ = k∗ ×〈z〉× 〈y〉. Using (30), one checks that the nonzero elementary divisors of the

map Div are 1 with multiplicity ν and D with multiplicity n−1. �

Proposition 3.7. In the context of Section 3.2, if n = 2 and D = gcd(e1, . . . ,eν ), then

T ∗ = k∗, Cl(T ) ∼= Z/(2D)⊕Z(v−1) and H1(G,Cl(T )) ∼= (Z/2)(v).
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Proof. Since n = 2, T is the affine surface defined by the equation z2 = y(y− p(x)), hence

we are in the context of Section 2. In particular, T is normal. By Proposition 3.6 (1),

S∗ = k∗×〈z〉×〈y〉. From the Nagata sequence

1 → T ∗ → S∗
Div−−→ ZF1 ⊕ZF2

we know that S∗/T ∗ is free of rank two. It follows that T ∗ = k∗. Using the homomorphism

β of (23), we have

(32) k[x,w][p(x)−1,w−1, (1−w2)−1]∗ = k∗×〈w〉×〈1−w〉×〈1+w〉×
v

∏
i=1

〈ℓi〉.

Using β we find zy−1 7→ w, (z− y)y−1 7→ w−1, (z+ y)y−1 7→ w+ 1, hence

(33) T [p(x)−1,z−1]∗ = k∗×〈zy−1〉×〈(z− y)y−1〉×〈(z+ y)y−1〉×
v

∏
i=1

〈ℓi〉.

Since U is factorial, Nagata’s Theorem says the class group of T is generated by the mini-

mal primes of z, z2 − y2, y, and ℓ1, . . . ,ℓv. It is routine to verify that

Div(z) = (z,y)+ (z,y− p(x))

Div(z− y) = (z,y)+ e1(z− y,ℓ1)+ · · ·+ ev(z− y,ℓv)

Div(z+ y) = (z,y)+ e1(z+ y,ℓ1)+ · · ·+ ev(z+ y,ℓv)

Div(y) = 2(z,y)

Div(ℓi) = (z− y,ℓi)+ (z+ y,ℓi)

Div(y− p(x)) = 2(z,y− p(x)).

(34)

The class group Cl(T ) is generated by the 2v+ 2 prime divisors

(35) (z,y), (z,y− p(x)), (z− y,ℓ1), . . . , (z− y,ℓv), (z+ y,ℓ1), . . . , (z+ y,ℓv).

Using the principal divisors Div(ℓi) = (z− y,ℓi) + (z+ y,ℓi) ∼ 0 and Div(z) = (z,y) +
(z,y − p(x)) ∼ 0, we can eliminate half of the generators and all but two of the rela-

tions. The group Cl(T ) is generated by the v+ 1 divisors (z,y), (z− y,ℓ1), . . . , (z− y,ℓv)
modulo the two principal divisors 2(z,y), (z,y) + e1(z − y,ℓ1) + · · ·+ ev(z − y,ℓv). If

D = gcd(e1, . . . ,ev), then

Cl(T ) ∼= Z/(2D)⊕Z(v−1)

H1(G,Cl(T )) ∼= (Z/2)(v)
(36)

which completes the proof. Note that (36) together with Proposition 3.5 (3) show that

B(S/R) is isomorphic to H1(G,Cl(T )), which agrees with the conclusion of [6, Theo-

rem 2.7]. �
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